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1 INTRODUCTION

Everyone loves gossip. However, the information in PTT
Gossiping is quite unstructured and messy. In order to ful-
fill our needs, we want to build a retrieval system for news
in PTT Gossiping by IR models we learned in class. This re-
trieval system is able to search what we want to know fast
and accurate.

2 RELATED WORK

Our reference model is what we implemented in HW1. The
difference between these two system is that Gossiplr not
only aim on precision but also on efficiency as well. The
similarity between these models is we construct the model
based on vector space model(VSM). In order to success our
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goal, we changed some details of the original model and im-
plemented some technique to make the system more user
friendly and similar to searching engine. We also try to la-
bel some relevance term for some topic to implement query
expansion to make the system able to retrieve documents
more suit for recent news.

We also reference some mainstream recommendation such
as recommendation in Netfix to design the user interface.
While implementing system, we also construct the inverted
file on our dataset. We defined some criteria to drop some
useless data because those data might hurt the performance
while we implementing some technique such as normaliza-
tion.

3 METHODOLOGY

We used djungo to demonstrate our project in a user friendly
interface. We will introduce our IR methodology first and
then our djungo data structure.
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Figure 1. The illustration of our proposed methodology.

As for retrieval system, we implement a VSM(vector space
model). We constructed document vectors for articles we
clawed from PTT. Using experience in HW1 and combining
with some techniques, we try to enhance the performance
for the system. Because of the fact that our purpose is to de-
sign a retrieval system more convenient for users, we have
to consider not only precision of the outcome, but also the ef-
ficiency. As a result, we shorten the run-time but still main-
tain the performance of the model.

3.1 Retrieval model

Our dataset (PTT gossiping articles), which is known for
containing lots of so called "meaningless” articles, is hard
to maintain the performance, that is, hard for model to re-
trieve relevance documents that containing the exact arti-
cles. Another topic we aim to solve is the efficiency for re-
trieval process. Thus, we removed the articles that lack of
information. Moreover, we discarded some low frequency
terms.After those data pre-processing, we construct inverted
file on document for implement the retrieval system. we im-
plement VSM model with cosine-similarity as the measure
to select documents. We also obtain okapi-25 for term fre-
quency, document normalization. Due to the fact our system
runs as client sever system, we also take seriously consid-
eration on time limit. We implemented clustering method
that could speed up the retrieval process. Splitting docu-
ment into several cluster, the system could simply reduce

the number of calculating cosine similarity by only choose
the cluster that have highest similarity value of centroid
among all cluster as candidates of the final result. We also
try to defined some relevant terms for some queries for query
expansion by human labeling, our concept is that users are
more interested in current information than which in the
past. Therefore, our criteria during labeling was based on
popular searching terms on PTT.

3.2 recommendation

Assume our sever have collect enough information after run-
ning for a period of time, we could construct the data of the
format as HW?2 like user and document each user query for.
As a result, we could implement recommendation by ma-
trix factorization and BPR model easily by transform data
we collected to the format as HW2. However, we can’t col-
lect user preference of document in this scenario since lim-
ited time and lack of users. Thus, we implemented our rec-
ommendation system through rule-based method by user’s
query history, which is similar to searching history like other
searching engine. After we collect enough history in the
database, we could connect the model to our system and
switch our recommend strategy to BPR model.

3.3 Backend System

In our backend system, we design 3 data sheet to record user
behaviors and document features, which is user, document,
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Table 1. Qualitative analysis for improvements of vector space model.

recommend_record respectively. data sheet user records the
account and password of an user, and document records
many attributes such as topic, context, tf, idf, etc. Recom-
mend_record is a data sheet with 2 foreign keys point to user
and document, means that the document is recommended to
the user.

When the user login, the system will retrieve the recom-
mended documents from database and show it on the per-
sonalized search page. The usage of database can save time
calculating recommend document, since it will use thread
to simultaneously calculate when user search queries.

3.4 Frontend System

The frontend system includes 5 pages: home, login, search,
recommendation, document context. When user login, the
website will be redirected to search page, and user can search
for gossips from this page. This page will also show the rec-
ommended document for specific user. We have spent ef-
forts to make our frontend looks user friendly.

4 EXPERIMENTS

Here are some of the settings and hyper-parameters we used
to optimize our vector space model

4.1 Terms choosing criteria

We set the maximum dimension of our document vector as
25000 to avoid memory error. Therefore, we dropped the
terms which appears less than 5 to 20 times and tested which
settings will be better. Finally, we decided to drop the terms

which appears less than 10 times and make our model can
run efficiently.

4.2 Kk-means clustering

The search engine needs to interact with users quickly or the
user may lose patience. Without clustering, it may cost up to
80 seconds to find the ten most relevant documents. It is too
long for even the most patient person to wait a searching
result. To diminish the searching time to 5 seconds at most,
we use k-means clustering to conduct some experiments by
clustering total 20000 documents from 10 to 30 clusters and
discussed which setting is the best. At last, we clustered all
documents to 15 groups and the range of document number
in 15 clusters is from 300 to 3000. In our final demo, each
searching just cost average 2.5 seconds to get the top 10 re-
sults.

4.3 okapi-25 parameters selection

We tried parameter k1 from 1.5 to 1.8 and parameter b from
0.6 to 0.8. We choose k1 as 1.5 and b as 0.75 eventually.

5 RESULTS

As shown in the Table 1,we can see that the original vector
space model can already found relevant document, in some
cases, okapi/bm25 helped us to find more diverse relevant
documents than original vsm just like example 3 about [
4] . K-means clustering helped us to decrease lots of time
of searching, but it is also possible that the documents in
specific cluster doesn’t have totally relevant documents just



like example 2 about [ # 3k ], the top search result shows the
article is more corresponding to "dodge ball” than “basket-
ball”. To summarize, we can say that add the two methods:
okapi/bm25 normalization, K-means clustering in our vec-
tor space model indeed improve our final results, not only
got more relevant articles, but also accelerated the searching
speed significantly.

6 CONCLUSIONS

This was the second time for as to implement a retrieval
model through VSM and we feel it quite different with HW1.
The main challenge was that articles on PTT gossiping board
are messy and often contain useless information. In order to
deal with such problem and enhance the retrieval efficiency
and performance in the same time, we proposed the model
combined with clustering method that could speed up the
whole retrieval model.

Our project design as a searching system with login system,
this setting could let us easily collect the information such
as searching history and enhance performance.

In future work, we could obtain more information of the
articles such as push content, time stamp...... etc. and ob-
tain with original document vector to construct new vec-
tors, and try to implement on neural network witch could
combine these knowledge of different domain knowledge,
expected to enhance performance. However, we should also
cope with the time consuming of the neural network be-
cause it might slower our runtime.
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