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Abstract

Retrieval-based dialogue modeling has drawn a lot of atten-
tion due to its practical usage. Also, different speakers may
have diverse preferences and play different roles, so modeling
speaker behaviors is useful to better improve dialogue mod-
els. This paper focuses on modeling speaker profile informa-
tion and enriching the entity-related knowledge in dialogues
to better predict the next response given the dialogue con-
texts. The experiments show that the proposed BERT-based
ranking model achieves better performance than the pro-
vided baseline and adding the speaker and knowledge infor-
mation further improves the response ranking performance,
demonstrating the effectiveness of the proposed framework.
The speaker profile modeling and knowledge enrichment ap-
proaches are flexible for diverse models, and the future direc-
tion is to investigate the capability of generalization to differ-
ent model architectures.

Introduction
Dialogue-style interaction, where the machine responds to a
human based on the conversational contexts, has become an
important research topic in recent years. A common method
of dialogue modeling is to produce responses using a two-
stage selection-based framework. In the first stage, a list of
candidates are retrieved by keyword-matching or similarity-
based methods. Prior research showed that the list has a high
probability to contain the correct response (Ganhotra, Patel,
and Fadnis 2019; Chen and Wang 2019). The second stage
then aims to select the most appropriate response among
the retrieved candidates. Track 1 (Chulaka Gunasekara and
Lasecki 2019) of DSTC7 (Yoshino et al. 2018) explores ap-
plying the two-stage framework for a two-agent conversa-
tion. Following the success of DSTC7, Track 2 in DSTC8
explores applying the framework in conversations involving
more than two participants (Seokhwan Kim 2019).

Two datasets are provided in DSTC7. The Ubuntu dataset
contains dialogues related to solving technical problems in
the Ubuntu system. The advising dataset contains dialogues
related to advising course selection. In DSTC7, model per-
formance on the advising dataset is generally worse than the
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performance on the Ubuntu dataset. The result indicates that
the advising dataset is more challenging than the Ubuntu
dataset. Therefore, we focus on the advising dataset in this
work.

In recent years, many attempts have been made to se-
lect responses with deep neural networks. Before the inven-
tion of contextualized word embeddings such as ELMo (Pe-
ters et al. 2018) and BERT (Devlin et al. 2019), most deep
neural models include two encoders and a scorer. One en-
coder is to encode a given partial conversation, and the
other encoder is to encode each candidate respectively. Af-
terward, the scorer scores each candidate based on the en-
coded vectors. Some prior work utilizes two RNNs as the
encoders (Feng et al. 2015; Mueller and Thyagarajan 2016;
Lowe et al. 2015). Later work further improves the encoding
process using attention mechanisms (Wan et al. 2015; Bah-
danau, Cho, and Bengio 2014; Tan et al. 2015; Rocktäschel
et al. 2016; Wang, Liu, and Zhao 2016; Santos et al. 2016;
Shen, Yang, and Deng 2017; Tay, Tuan, and Hui 2018; Chen
and Wang 2019). Among them, the ESIM model (Chen and
Wang 2019) achieves the best performance in DSTC7. Be-
sides these models, Vig and Ramea shows promising results
using BERT-based models.

In spite of the success of previous models, only a few of
them used data other than the dialogs in the advising dataset,
such as personal preferences or suggested courses. Some
work leveraged the student profile by matching the tokens
in the dialogue with the student’s suggested courses as ad-
ditional features (Vig and Ramea 2019; Huang et al. 2019;
Chiang et al. 2019). Ganhotra, Patel, and Fadnis encoded
each suggested course into a sentence representation and
incorporated it into the dialogue representation with an at-
tention layer. Sun et al. encoded the additional information
with RNNs and treated them as long-term memories in their
model.

In our work, we explore ways to incorporate the extra un-
structured data given in the advising dataset with BERT. We
proposed three different methods to leverage the provided
information:

• Replace the course number in the conversation with the
course name to capture the semantic information in the
course name.
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Figure 1: The illustration of the proposed framework.

• Fuse the embedding of the description of taken courses
with dialogue representation to leverage the information
of taken courses.

• Fuse the embedding of the description of suggested
courses with dialogue representation to leverage the in-
formation of suggested courses.

On top of them, we also conducted comprehensive experi-
ments to identify the BERT layers best suited for response
selection. We show them in the experiments section.

Problem Formulation
In the response selection challenge, given a partial conver-
sation and a set of response candidates, the goal is to rank
the responses based on the probability of being the next sen-
tence. In addition to ranking, the system is expected to detect
whether the correct response does not appear in the candi-
date pool.

We formulate the response selection task as a sequence-
pair classification problem. We denote a partial conver-
sation consisting of l utterances as U : {u1, u2, ..., ul},
where each utterance ui is a sequence of words
{wi,1, wi,2, · · · , wi,|ui|}. We prepend a special token, either
〈advisor〉 or 〈student〉, to the utterances spoken by the asso-
ciated speaker in order to indicate the speaker identity for
each utterance. Therefore, the speaker information can be
modeled to further improve the response ranking model. A
candidate set consisting of k response candidates is defined
as X: {x1, x2, ..., xk}; note that among all candidates, there
may be zero or one correct response. The labels indicating

whether each corresponding candidate is the correct answer
are denoted as Y : {y1, y2, ..., yk}, where

yi =

{
1, xi is the correct answer
0, otherwise (1)

In the classification model, given a partial conversation and
a response candidate, the objective is to estimate the correct
label (next response or not).

Proposed Response Ranking Framework
In order to rank the responses based on the given dialogue
contexts, we built a response ranker based on Bidirectional
Encoder Representations from Transformers (BERT) (De-
vlin et al. 2019). The BERT model is a pre-trained language
model that uses the Transformer architecture (Vaswani et
al. 2017) and is capable of performing sequence-pair clas-
sification after fine-tuning on labeled sequence pairs. Here
we borrow BERT’s powerful capability of modeling the se-
mantics of sequences to estimate whether a response is the
next sentence given the dialogue contexts. The proposed ap-
proach is illustrated in Figure 1, where the basic architecture
is a response ranker, a knowledge enrichment model and a
speaker profile module are the additional mechanism our pa-
per proposes, which are highlighted in the figure. Below we
describe each component in detail.

For each candidate xj , we concatenate all utterances in
dialogue contexts as the first sequence, d = [u1, u2, ..., ul],
and use the response candidate, xj , as the second sequence.
The [SEP] token is added at the end of both sequences to rep-



resent utterance boundaries. We concatenate these two se-
quences, d and xj , and add the [CLS] token at the beginning
as the input to our model, denoted as sj . The model takes
sj as the input and outputs a representation of the whole
sequence hj with dimension dhj

that is the hidden state of
the [CLS] token. This setting is similar to the two-sentence
classification task such as NLI in the original BERT pa-
per (Devlin et al. 2019). After fine-tuning the BERT model,
the probability of xj being the correct answer is calculated
as:

ej =
∑

Whhj , (2)

p(xj) = softmax(ej), (3)

where Wh ∈ Rdhj
×2 are trainable parameters, p(xj)1 is the

probability that xj is the next sentence, and p(xj)2 is the
probability that xj is a random sentence.

In addition, our model needs to handle the situation where
there is no correct response. To consider this situation, our
model calculates the entropy of the next response’s probabil-
ity in the candidate set. Entropy is used to express the uncer-
tainty of the message; if the entropy is higher, the uncertainty
of the information is higher accordingly. High entropy sug-
gests the higher probability of no accurate response in the
candidates. The entropy and the probability of not having a
correct response is calculated as:

En =

k∑
j=1

p(xj) log p(xj), (4)

Pn =
1

α
× En −min(En)

max(En)−min(En)
, (5)

where α is a trainable parameter, min(En) equals to 0, and
max(En) depends on the number of candidates.

The binary cross entropy function is adopted as the loss
function:

L(U,X, Y ) =

k∑
j=1

(
yj log p(xj) (6)

+ (1− yj) log(1− p(xj))
)
.

Then the model is expected to estimate whether the response
candidate is the correct next sentence given the partial con-
versation and whether there is no accurate response in the
whole candidate set.

Knowledge Enrichment for Entities
The advising dataset provides rich metadata about the en-
tities (the course names and their descriptions), which may
provide informative cues for better modeling the dialogues.
Hence, our model focuses on utilizing the metadata to add
more rich details about the courses mentioned in the conver-
sations. To do so, we detect the course numbers mentioned in
the conversations and then add their course names to the ut-
terances to explicitly enrich the course-related information.

We conduct several sets of experiments using heuristics
such as replacing all class IDs with class titles and adding a
class title after a class ID. A real-world challenge we found

Student: Course selection for next your is causing me a lot of
stress, could you please help?

Student: I took EECS 482 Introduction to Operating Systems 
last year.

Student: EECS 493 User Interface Development.
Student: EECS 483 Compiler Construction.
Student: EECS 483 was a class that I hated.
Advisor: Is there anything you didn't like about EECS 483?
Student: I found the content extremely dull.
Advisor: Computer science is what you're interested in? 

Which topics?
Student: I enjoyed EECS 482.

Student: Course selection for next your is causing me a lot of
stress, could you please help?

Student: I took EECS 482 last year.
Student: 493.
Student: 483.
Student: 483 was a class that I hated.
Advisor: Is there anything you didn't like about 483?
Student: I found the content extremely dull.
Advisor: Computer science is what you‘re interested in? 

Which topics?
Student: I enjoyed 482.

Figure 2: An example of knowledge enrichment for entities.
The upper part in the figure is the original conversation utter-
ances, and the bottom part of the figure is the conversation
utterances after adding the course title and the department
information.

was that when a class ID appears many times in the con-
versation, the sequence length may exceed the input limit of
the BERT model if we add the class title to every class ID
frequently and some important information about the orig-
inal utterance may be missing. To avoid this, we design an
alternative approach that adds the class title after the class
ID only when the ID appears for the first time in the conver-
sation. This idea is inspired by how people talk in real life;
when someone introduces a new term to others for the first
time, they often describe it in detail using its full name. After
that, they may only use a short name or even an abbreviation
for convenience. In our model, the connecting signal can be
modeled because we bridge the full name and the abbrevia-
tion.

Moreover, since a class ID sometimes appears as a stan-
dalone number in the utterance, the model may link the num-
ber information with the associated course ID due to the lack
of the department information. To explicitly allow the model
to link such information, we add the department information
such as “EECS” before the number if this number appears
in a list of the EECS department classes.1 An example of
knowledge enrichment is illustrated in Figure 2.

1This design is based on the observation that most conversations
are about courses from the EECS department.
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Figure 3: The illustration of how a course embedding is built
for two versions.

Speaker Profile Module
In addition to the course names and descriptions, other
rich information is provided in the advising dataset.
Each conversation also includes the suggested courses
from the advisor consisting of k courses ID: Csuggested:
{csuggested

1 , csuggested
2 , ..., csuggested

k } , and the prior courses
the student took consisting of m courses ID: Cprior:
{cprior

1 , cprior
2 , ..., cprior

m }. We hypothesize that if we add this
data into the model, the model is able to model the students’
priority or the advisors’ suggestions. In order to explicitly
leverage the extra metadata about courses in our model, each
course description dj = desc(cj) is encoded by the the pre-
trained BERT encoder to form the course embeddings. Here
we attempt two ways to form the course-specific embed-
dings: 1) representative – the embeddings of a single rep-
resentative token from the description sequence and 2) av-
eraged – the averaged embeddings of all tokens from the
description sequence. The course embeddings are illustrated
in Figure 3. In our preliminary experiments, the average ver-
sion works better, so we describe the details based on the av-
erage version. In the BERT model, we utilize the last layer
for building the course embeddings:

~hdj,t = BERT12(wd
j,t), (7)

while cj is the course ID, and mean pooling is applied over
the outputs to form the course embeddings based on the de-
scription dj :

~rdj =
1

l

l∑
t=1

(~hdj,t), (8)

where l is the sequence length of the course description.
When training, because an advisor’s suggestions and a

student’s prior courses can contain multiple courses, mean
pooling is applied over the rd

prior

j and rd
prior

j to get the entire
representation of the desc(Csuggested) and desc(Cprior):

~rd
prior

=
1

m

∑
(~rd

prior

j ), (9)

~rd
suggest

=
1

k

∑
(~rd

suggest

j ). (10)

This formulation is illustrated in the lower part of Figure 1.
Given the embeddings of speaker-related course profiles,
advisor-prederred course representations and student course
history representations, we sum them to the last hidden layer
of the BERT output, denoted as hj above, respectively and
simultaneously fusing the information of the course descrip-
tion with dialogue representations. The whole model can be
trained in an end-to-end manner by 1:4 negative sampling
to perform the final prediction about whether this response
is the next sentence given the partial conversation as illus-
trated in Figure 1.

Experiments
To evaluate the performance of the proposed framework, we
conduct a set of experiments using the benchmark challenge
dataset. The detailed experiments are shown and discussed
as follows.

Setup
Here are some of the settings and hyperparameters we used
to train the model: We set the maximum length of the con-
versation to 400, and the maximum length of the candidate
response is set to 60. We used a batch size of 8 and fine-tune
for 3 to 4 epochs over the data, and tried the learning rate
from 1e-5 to 3e-5. The optimizer we used is Adam, and the
proportion of negative sampling during training is 1:4.

Baseline Systems
Dual Encoder (Lowe et al. 2015): uses two LSTMs with tied
weights to encode the context d = u1, u2, ..., ul and the re-
sponse x into fixed-length representations c, r, respectively.
The final hidden state of the LSTM is used to represent an
input word sequence. The probability of x being the next ut-
terance of c is then calculated as

p = σ(cTMr + b)

where the matrix M and bias b are learned parameters.

Results
To illustrate the improvement and utility of our proposed ap-
proach and features, we compare the performance between
our model and the baseline systems. Table 1 shows the em-
pirical results on the development set of the subtask 1.

Effectiveness of Knowledge Enrichment As shown in
the Table 1, we found that the overall performance is bet-
ter when we just set up the entity enrichment and did not add
any course description at all. However, if we add the settings
about course description and entity enrichment at the same
time, the result gets worse in most conditions. The reason we
supposed is that the additional title adding for entity enrich-
ment may cause the length exceed the sequence length limit
of BERT even if we just add a title for each class ID once
in the conversation. Thus, the utterance will lose some im-
portant information about the original utterance and the in-
formation maybe have a strong relationship with the course
description.



Layers SC PC EE R@1 R@2 R@5 R@10 MRR
Baseline 22.18 33.60 49.31 62.20 35.51

Proposed

24.0 35.4 53.0 67.2 37.87
X 25.0 36.8 54.6 67.4 38.81

1

X 24.0 36.6 54.6 67.8 38.47
X X 22.0 34.6 56.6 67.8 36.85

X 23.4 35.4 55.6 67.6 37.86
X X 22.8 35.6 54.8 67.2 37.35

X X 23.4 35.0 55.0 68.6 37.82
X X X 23.2 36.4 55.2 65.4 37.56

4

X 24.6 36.4 57.6 69.0 38.91
X X 23.6 34.2 55.8 65.4 37.52

X 23.8 33.4 54.6 67.4 37.42
X X 22.6 33.0 54.2 68.6 36.89

X X 24.0 35.2 56.0 69.0 38.27
X X X 23.4 36.4 56.8 70.6 38.42

Table 1: Results of our experiments on subtask 1 development sets (%). SC stands for description of suggested courses, PC
stands for description of prior courses, and EE stands for entity enrichment.

Last Utterance Student: Is Python taught in EECS183?
True Answer Advisor: Python is required in many courses, it is also widely used today.
BERT Advisor: Python is required in many courses, it is also widely used today.
+ Advisor Suggested Advisor: Python is required in many courses, it is also widely used today.
+ Student Prior Advisor: Python is required in many courses, it is also widely used today.
+ Both Advisor: Python is required in many courses, it is also widely used today.
Last Utterance Student: Could I do EECS482 next term?
True Answer Advisor: I see here you have to take EECS281 first.
BERT Advisor: I recommend EECS492, It has an average workload and teaches you about Artificial Intel-

ligence.
+ Advisor Suggested Advisor: There’s a large workload in EECS482, but you’ll be taught a great deal about operating

systems.
+ Student Prior Advisor: There’s a large workload in EECS482, but you’ll be taught a great deal about operating

systems.
+ Both Advisor: There’s a large workload in EECS482, but you’ll be taught a great deal about operating

systems.
Last Utterance Student: The classes I’m taking next semester is what I’m figuring out right now.
True Answer Advisor: Do you have any specific interests or classes you wish to take mind?
BERT Advisor: This semester, if you’re taking 281, then next semester you can being taking upper level

classes.
+ Advisor Suggested Advisor: Is there a specific type of course are you looking for?
+ Student Prior Advisor: Next semester what are you looking to do?
+ Both Advisor: If you wish to graduate in 4 years, it is important that you take EECS 281 even though it is

difficult, as it is an important prerequisite class.

Table 2: Qualitative analysis for three types of cases.

Effectiveness of Speaker Profile As shown in the Table 1,
we find that the model fused with the suggested course de-
scriptions gives the better performance and the model fused
with prior course descriptions does not show any improve-
ment but even slightly worse. The probable reason is that all
predictions are from the advisor instead of the student, so
that modeling the advisor’s profile is much important than
modeling the student’s. To further investigate how our model
performs, we divide all conversations into three categories
for deep discussions. The first one, also the simplest, is when

the last utterance in the conversation is a simple question,
and the model can select the correct response easily, be-
cause it does not need to consider the previous conversation.
The second one is the question which needs to use some in-
formation may be mentioned previously to select response
correctly. The third one, as the most difficult one, is when
the last utterance is such a declarative sentence. Unless the
model has comprehensive understanding about the previous
utterance, the profile of teachers and students, and see lots
of cases during training. Otherwise, it is difficult for even



Layers SC PC EE R@1 R@2 R@5 R@10 MRR
Fixed 1 V 24.0 36.6 54.6 67.8 38.47
Fine-Tune 1 V 25.0 36.6 54.0 67.2 38.82

Table 3: Results of our experiments for fine-tune the course description in our BERT model.

R@1 R@2 R@5 R@10 MRR
Submitted 19.2 – 34.2 43.4 27.1
Revised 23.2 34.0 52.2 64.8 36.3

Table 4: Testing results for our proposed method.

people to select the correct response from the candidate set.
Sometimes, it does not mean that the answer select from the
model is incorrect although it is not the same as the correct
response. Table 2 shows examples of three categories and
how our speaker profile module provides additional cues for
selecting suitable candidates. It is clear that the predicted re-
sponses in the third case are also reasonable; this scenario
tells the challenges of the current evaluation and the mis-
alignment between the evaluation score and the actual per-
formance in terms of human perspective.

Representations in Different Layers For contextual em-
beddings, we learned from previous work where the sum
of the last four hidden layers in BERT would have a bet-
ter performance than only the last hidden layer in BERT on
some tasks (Devlin et al. 2019). Therefore, we want to ver-
ify whether different layers of the course description would
have an impact on this task when other settings are fixed. As
shown in Figure 4, we can see that it will have an improve-
ment both on Recall 10 and MRR from last layer to sum the
last four layers when only sum the suggest course descrip-
tion, it declines a little bit both on Recall 10 and MRR when
only sum the prior course description, and it also has im-
proved on Recall 10 and MRR when summing both course
description. Obviously, when we fuse the sum of the last four
layers of course description, each setting has more change
based on the improvement or declination from baseline to
sum the last layer of course description. Thus, we can say
that the sum of the last four hidden layers in BERT indeed
has better representation than only the last hidden layer in
BERT in the advising task.

Fine-Tuned BERT on Course Descriptions We also tried
adding the descriptions of suggested and prior courses into
our BERT Ranker to fine-tune the model. We hypothesize
that there are specific relationships between the course de-
scriptions and the utterance that the pre-trained BERT En-
coder has never seen. We select the settings that sum the
last hidden layer of suggested course description with BERT
Ranker output (row 4 of Table 1) to verify our speculation
and observe their change of the performance. The results
show in Table 3. We found that the impact on the experiment
is not significant, its score improved on Recall 1 and MRR
but declined on Recall 5 and Recall 10. We thought that be-
cause we need to use more GPU memory to fine-tune our
model, we set the maximum length of the course description
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Figure 4: Performance of course description representation
in different layers.

to 200 but some of the course descriptions are longer than
the maximum length. This may cause the description is not
representative enough and also leads to no improvement in
scores.

Testing Performance In the DSTC8 challenge, the
proposed systems are submitted for official evalua-
tion (Seokhwan Kim 2019). However, due to the misunder-
standing of the uploading rules about returning “NONE”, the
official scores are much worse than the actual performance.
Therefore, we revise the submitted version and re-evaluate
the approach by the published test set. The evaluation re-
sults are shown in Table 4, and the scores are around the
5-th place among 10 participants.



Conclusions
This paper proposes an approach that leverages the speaker
profile information for better modeling the response selec-
tion task. Specifically, in the advising conversations between
students and advisors, advisors’ suggestions and students’
prior courses should be considered and may benefit the de-
cision of which response is better given the current dia-
logue history. Our method models the course descriptions
for capturing their semantics and enriches the course-related
knowledge in order to improve the response ranker. The
comprehensive experiments demonstrate the effectiveness of
the proposed approach. We thought that there are still some
experiments that can be conducted and discussed on this task
in the future such that the performance of individual layers,
how the ratio of negative sampling impacts the model, what
impact does the cut-off have when the length of conversation
exceed our maximum length etc. Considering that the con-
cept about leveraging speaker profiles is flexible, the future
work plans to investigate whether the proposed method can
generalize to diverse tasks about dialogue modeling.
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